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Everything Is Not Terminator
AI Issues Raised by the 
California Consumer  
Privacy Act
John Frank Weaver*

Following efforts by a California real estate developer to place 
a new privacy law, the Consumer Right to Privacy Act of 2018, on 
the November 2018 California ballot, California legislators passed 
a substitute bill, the California Consumer Privacy Act of 2018 (the 
“CCPA”), which was signed into law by then-Governor Jerry Brown 
on June 28, 2018. By passing the CCPA as quickly as it did in the 
spring of 2018, the legislature avoided having the alternative bill 
appear on the November ballot that year.1 

The CCPA, effective January 1, 2020, is easily the toughest pri-
vacy law in the United States, granting privacy rights to California 
residents akin to rights granted to EU residents by the General Data 
Protection Regulation (“GDPR”), including the right to require a 
business to delete their data,2 the right to be informed of the data a 
business holds about them,3 the right to require businesses to stop 
selling their data,4 and the right to data portability.5 

Due to the state’s large population and the statutory civil dam-
ages available to California residents,6 many of my clients are 
attempting to implement the CCPA’s requirements across their 
operations nationwide, not just in California. The administra-
tive burden is easier, and those organizations are less likely to 
accidentally violate the statute in California. I expect this trend 
to continue and for many of the rights granted to California resi-
dents by statute to be available to Americans nationwide due to a 
combination of practices implemented by private companies and 
copycat state statutes.

Although the CCPA is essentially silent on the topic of artificial 
intelligence (“AI”),7 the statute cites the Cambridge Analytica scan-
dal as an inciting incident.8 And even though the legislation notes 
that because of Cambridge Analytica, “our desire for privacy con-
trols and transparency in data practices is heightened,” it does not 
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mention AI by name.9 However, Cambridge Analytica is as much 
an AI scandal as a personal information scandal. The seriousness 
of what occurred is due in part to the invasion of privacy, but also 
to what Cambridge Analytica’s AI was able to do with personal 
information from Facebook. 

As was reported after the company’s activities were revealed, 
the AI was able to mislead, manipulate, and even control individu-
als. With knowledge of 150 likes, the company’s AI could predict 
someone’s personality better than their spouse.10 “With 300, it 
understood you better than yourself.”11 Jonathan Rust, the direc-
tor of the Psychometrics Centre at the University of Cambridge, 
has expressed concern regarding the capabilities of the company’s 
AI, which he claims “can predict and potentially control human 
behavior. It’s what the scientologists try to do but much more pow-
erful. It’s how you brainwash someone. It’s incredibly dangerous.”12 
With this as part of the CCPA’s backdrop, it is impossible for the 
statute to have no impact on AI usage, even if AI is not mentioned 
specifically in its text.

Below, I discuss three sections of the CCPA that will affect how 
companies use and consider AI:

	 (1)	 Section 1798.140(o)—Definition of personal information;
	 (2)	 Section 1798.105—Right to erasure; and
	 (3)	 Section 1798.100(b)—Right to be informed. 

Definition of Personal Information

The CCPA as originally passed in 2018 defined personal 
information as “information that identifies, relates to, describes, 
is capable of being associated with, or could reasonably be linked, 
directly or indirectly, with a particular consumer or household.”13 
An amendment passed in September 2019 changed this definition 
to “information that identifies, relates to, describes, is reasonably 
capable of being associated with, or could reasonably be linked, 
directly or indirectly, with a particular consumer or household” 
(emphasis added).14 The intent appears to be to limit the data that 
is subject to the CCPA. Although the original definition is similar 
to the definitions of “personal information” in Canada’s Personal 
Information Protection and Electronic Documents Act (“infor-
mation about an identifiable person”)15 and “personal data” in the 
GDPR (“any information relating to an identified or identifiable 
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natural person”),16 there seems to have been a concern that the 
California definition was too broad, meaning that businesses17 in 
California would have to apply the privacy rights granted in the 
CCPA to too much data.

However, the amended definition might make it more difficult 
in some ways for entities to comply with the CCPA, at least from 
a conceptual perspective. With fairly basic application program 
interfaces (“APIs”), i.e., sets of routines, protocols, and tools for 
building software applications, to retrieve personal information 
from various web resources, it would not take a particularly sophis-
ticated AI application to use personal information from APIs to 
associate nonpersonal or deidentified information with an actual 
person. In a famous example, Latanya Sweeney, Director of Har-
vard University’s Data Privacy Lab, was able to use the LexisNexis 
newspaper archive and public records to re-identify much of the 
anonymized data in a Washington state database of hospitalizations 
that she purchased.18 Professor Sweeney did not rely on APIs or AI, 
but those tools make the re-identification of personal information 
much easier. If it is not difficult for an AI program to associate 
nonpersonal information with a person, what’s the line between 
information that is not “reasonably” associated with a person and 
information that is?

Before the amendment to the CCPA, California businesses were 
largely required to treat any associated with a real person as per-
sonal information under the statute. With the amended definition, 
that requirement supposedly does not exist, but organizations that 
use AI to enrich their data may want to ignore the amendment and 
use the original definition of personal information for purposes of 
CCPA compliance in order to avoid inadvertently violating it when 
their AI makes nonpersonal information personal information.

Right to Erasure

Under the CCPA, a consumer, defined as a natural person who is 
a California resident,19 has the right to request that a business delete 
any personal information about the consumer that the business 
has collected from the consumer.20 A business that receives such a 
request must delete the consumer’s personal information from its 
records and direct any service providers to delete the consumer’s 
personal information from their records as well.21 
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Businesses that use AI to enrich consumers’ personal informa-
tion or that rely on consumers’ personal data to train their AI should 
keep in mind that one or more consumers may request that their 
personal information be deleted. How will a business’s AI function 
when one or more sets of personal information are removed? When 
a business builds AI applications and infrastructure, the program-
mers need to keep this consideration in mind. Similarly, businesses 
need to make sure that their AI applications are technologically 
capable of complying with this requirement. Can a business track 
and delete all personal information in datasets that are entered into 
its AI and that are among the output of its AI? 

Many businesses will deidentify the information they retain 
to make complying with the CCPA easier (among other reasons). 
Deidentified information is information that cannot reasonably 
identify, relate to, describe, be capable of being associated with, or 
be linked, directly or indirectly, to a particular consumer.22 How-
ever, businesses must ensure they can satisfy the CCPA’s further 
requirements for deidentification of personal data:

	 (1)	 Implementing technical safeguards that prohibit reiden-
tification of the consumer to whom the information may 
pertain;

	 (2)	 Implementing business processes that specifically prohibit 
reidentification of the information;

	 (3)	 Implementing business processes to prevent inadvertent 
release of deidentified information; and

	 (4)	 Making no attempt to reidentify the information.23

Using APIs to enrich data and AI to analyze data increases the 
odds that reidentification of information will occur, so developing 
employee processes and technological safeguards that prevent that 
from occurring is very important.

Right to Be Informed

A business that collects a consumer’s personal information 
must, at or before the point of collection, inform the consumer 
of the categories of personal information to be collected and the 
purposes for which the business will use the personal informa-
tion. A business may not collect additional categories of personal 
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information or use the consumer’s personal information for addi-
tional purposes without providing the consumer with notice.24

Frequently, the engineers that I work with talk about the “cool to 
creepy” scale. They are referring to the spectrum of uses for AI and 
data, which range from cool (like Alexa suggesting a great new song 
based on your listening habits) to creepy (like Facebook showing 
you posts for products related to your use of other applications). 
When they develop new AI applications, engineers often give the 
new applications a rating on this scale.

The cool to creepy scale hints at how AI uses expand: engineers 
see the data collected, see what current AI programs can do with 
it, and explore other uses. The CCPA does not limit the new AI 
applications that engineers can develop, but it does require proper 
notice to the consumers whose personal information is used in the 
development process. Businesses should keep that in mind when 
drafting their privacy policies and AI policies. They should also 
remember the CCPA’s requirements for deidentifying information 
if they pursue that option when using data with AI.

Conclusion

It is important that businesses that operate in California and 
have customers in California carefully review the CCPA’s effects 
on their AI applications. In addition to the bad press that non
compliance can generate, there can be significant monetary fines 
and damages as well. 

First, the California Attorney General may assess fines for 
noncompliance; a business may be fined up to $7,500 for each 
intentional violation of any CCPA requirements.25 

Second, consumers may bring private actions in the event their 
nonencrypted and nonredacted personal information is subject 
to “unauthorized access and exfiltration, theft, or disclosure” as a 
result of a business’s failure “to implement and maintain reasonable 
security procedures and practices appropriate to the nature of the 
information.”26 And unlike most other states, California through 
the CCPA no longer requires proof that the affected individuals 
have suffered damages. Consumers may recover the greater of 
$100 to $750 per incident (at the court’s determination) or actual 
damages.27 This essentially reduces the standard of proof in private 
data breach claims to one of negligence.
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Notes

*  John Frank Weaver, a member of McLane Middleton’s privacy and 
data security practice group, is a member of the Board of Editors of The 
Journal of Robotics, Artificial Intelligence & Law and writes its “Everything Is 
Not Terminator.” Mr. Weaver, who may be contacted at john.weaver@mclane 
.com, has a diverse technology practice that focuses on information security, 
data privacy, and emerging technologies, including artificial intelligence, self-
driving vehicles, and drones.
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