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Everything Is Not Terminator
The Search and Seizure of AI 
Devices and Programs Under 
the Fourth Amendment
John Frank Weaver*

The movie Minority Report is nominally a science fiction story 
about “precogs,” human psychics who assist police to stop crimes 
before they happen. In one scene, the film shows “precrime” cops 
arresting a man before he actually harms his spouse. Although I 
was barely out of college and several years from law school when 
I first saw it, at the time, I couldn’t help but wonder, “Is that arrest 
Constitutional?” More recently, I’ve been wondering the same thing 
about how law enforcement may start to use artificial intelligence. 
Although researchers are exploring using AI algorithms to predict 
the future in controlled settings,1 no one is suggesting Minority 
Report style future crime reports. Rather, I wonder how law enforce-
ment and courts will apply the Fourth Amendment to AI when AI 
programs and AI-enabled devices are searched. Many forms of AI 
rely on extensive personal data and on tracking our preferences 
and actions. Depending on how courts and law enforcement apply 
the Fourth Amendment’s search and seizure requirements, it could 
become very easy to gain access to that data and analysis. To prop-
erly address AI, courts will need to expand societal expectations 
of privacy and areas where warrants are required before searching.

Very Briefly, Searches and Seizures Under the 
Fourth Amendment

The Fourth Amendment, of course, states that the “right of the 
people to be secure in their persons, houses, papers, and effects, 
against unreasonable searches and seizures, shall not be violated, 
and no Warrants shall issue, but upon probable cause, supported 
by Oath or affirmation, and particularly describing the place to be 
searched, and the persons or things to be seized.” When the Fourth 
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Amendment was included in the Bill of Rights in 1791, proponents 
were primarily concerned with ensuring that police and government 
searches and arrests would be reasonable and limited to instances 
when a specific warrant was obtained.2

Technological developments in the last 50 years have forced 
courts to consider searches and seizures in the context of devices 
never envisioned by the Founding Fathers: a thermal imagin-
ing device that can detect heat associated with lights for grow-
ing marijuana;3 a GPS device attached to a car that can track the 
suspect’s movements;4 a device that can search and download all 
of the stored data in a cell phone;5 etc. Traditionally, courts use a 
two-part test to determine if law enforcement officers have actu-
ally conducted a search and seizure under the Fourth Amendment: 
(1) has the person exhibited an actual expectation of privacy in the 
area or thing searched; and (2) would society find that expectation 
reasonable.6 

If the police search the contents of your bag after you have 
dumped them in the middle of the sidewalk, that is not a search 
for the purposes of the Fourth Amendment because you did not 
act like the contents of the bag were private. Conversely, if you 
placed the bag in your car and locked the doors, a police search of 
the bag would qualify as a search under the Fourth Amendment 
because you acted like it was private and that was a reasonable 
assumption. Once you have established that the police actually 
conducted a search and seizure under the Fourth Amendment, 
then you can attempt to prove that the police violated your Fourth 
Amendment rights. 

New Areas and Expectations of Privacy from 
Developing Technologies

In considering new technologies, courts have begun to establish 
new spaces within the terms “persons, houses, papers, and effects” 
of the Fourth Amendment where people have a reasonable expec-
tation of privacy. For example, Chief Justice John Roberts, writing 
for the U.S. Supreme Court in Riley v. California, found that “cell 
phones are not just another technological convenience. With all 
they contain and all they may reveal, they hold for many Americans 
‘the privacies of life’  . . . The fact that technology now allows an 
individual to carry such information in his hand does not make the 
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information any less worth of the protection for which the Founders 
fought.”7 In other words, cell phones are a new space where people 
have a reasonable expectation of privacy and the government must 
obtain a warrant to search a cell phone.8

Similarly, new technologies are prompting a reconsideration of 
privacy expectations. Historically, when people have done anything 
in public, they had little reasonable expectation of privacy. How-
ever, courts are rethinking this. While considering GPS devices 
and how they can aggregate public movements in United States 
v. Jones, Justice Sonia Sotomayor wondered about “the existence 
of a reasonable societal expectation of privacy in the sum of one’s 
public movements. I would ask whether people reasonably expect 
that their movements will be recorded and aggregated in a manner 
that enables the Government to ascertain, more or less at will, their 
political and religious beliefs, sexual habits, and so on.”9 Her point is 
that few people consider what the sum total of their public activities 
and movements reveal about themselves. Up to this point, it was not 
an issue, as it was very difficult for the government or anyone else 
to track you that way, even in public. With GPS, everywhere you go 
can easily be data for the Government or another party to analyze 
and from which to draw conclusions. Unless we are comfortable 
with how those conclusions can affect us without our knowledge 
or consent, we should rethink our expectation of privacy.

In that decision, Justice Sotomayor also discussed reconsidering 
the principle that sharing information with other people eliminates 
someone’s expectation of privacy. “More fundamentally,” she notes, 
“it may be necessary to reconsider the premise that an individual 
has no reasonable expectation of privacy in information voluntarily 
disclosed to third parties. . . This approach is ill suited to the digi-
tal age, in which people reveal a great deal of information about 
themselves to third parties in the course of carrying out mundane 
tasks.”10 Again, her message is that emerging technologies change 
how we should conceive of reasonable expectations of privacy. 
That is particularly true when considering how AI will affect our 
privacy and the spaces we use for privacy.

The line of case law developing around cell phones is helpful 
in identifying how AI will challenge Fourth Amendment jurispru-
dence. In Riley, the Supreme Court properly recognized cell phones 
as a space where people have a reasonable expectation of privacy, 
requiring a warrant to search them. However, the Court did not 
address natural follow-up questions: How specific does a warrant 
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have to be? What evidence is required to obtain a warrant? The high 
Court will almost certainly be called to address those questions, 
but in the meantime, lower courts are trying to do so.11 

Unfortunately, early results suggest that courts do not under-
stand how most people generate and store personal data in their 
phones, a misunderstanding that has serious implications for 
AI-based devices. For example, in Commonwealth v. Dorelas, the 
Massachusetts Supreme Judicial Court considered how specific a 
warrant must be before police can search an iPhone.12 Defendant 
Denis Dorelas was arrested following a shooting. While investigat-
ing the shooting, witnesses told police that Dorelas had received 
threatening phone calls and text messages from the other individual 
involved in the shooting. Based on this evidence, police applied for 
and received a warrant to search Dorelas’ iPhone for his:

name and telephone number, contact list, address book, 
calendar, date book entries, group list, speed dial list, phone 
configuration information and settings, incoming and outgo-
ing draft sent, deleted text messages, saved, opened, unopened 
draft sent and deleted electronic mail messages, mobile 
instant message chat logs and contact information mobile 
Internet browser and saved and deleted photographs. . . [as 
well as] information from the networks and carriers such as 
subscribers information, call history information, call history 
containing use times and numbers dialed, called, received 
and missed.13 

In other words, because two guys said that Dorelas received 
text messages and calls that might be relevant, the police were 
permitted to search almost every kind of data the phone contained. 
Some of the photographs showed Dorelas holding a gun, resulting 
in him getting charged with several firearm-related offenses. The 
Massachusetts Supreme Judicial Court ruled that the search and 
seizure of the phone was reasonable, noting that electronic com-
munications “can come in many forms” and the issuing judge “could 
conclude that the evidence sought might reasonably be located in 
the photograph file,” despite the fact that the only evidence support-
ing the search of the iPhone was testimony that referenced phone 
calls and texts.14 Equating texts and phone calls with all electronic 
communications is a huge expansion of those forms of evidence 
and grants broad discretion to police to search all the data on a 
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phone as long as there is evidence suggesting that any data on the 
phone could be related to criminal activity. 

AI’s New Private Areas and Expectations of 
Privacy

This poses real problems for AI-enabled devices and programs, 
which potentially have similar data caches. For example, each 
Amazon Alexa keeps a record of all of the inquiries it receives.15 
A human user can review a list of his or her inquiries in reverse 
chronological order through the Alexa app. The different types of 
personal data are easily distinguished: music selections, purchase 
orders, informational inquiries, personal communications, etc. Fol-
lowing the logic of Dorelas, law enforcement officers who receive 
testimony that a suspect purchased an object found at a crime scene 
could receive a warrant to search all the data stored with Alexa.

Further, AI programs and devices like Alexa can collect personal 
data even when we do not consciously provide that data. “Alexa does 
listen to every word it can hear,” Amazon warns users.16 Although 
the company goes on to note that most of that verbal input is not 
stored in the local Alexa unit or sent to the cloud,17 the possibility 
exists that anything you say in the presence of an Echo (which oper-
ates the Alexa program) could be collected, stored, and ultimately 
seized by law enforcement.

Where do cases like Riley, Jones, and Dorelas leave AI products 
under the Fourth Amendment? First, similar to Justice Sotomayor’s 
observation in Jones, there should be a reasonable societal expecta-
tion of privacy in the sum of one’s mundane movements, statements, 
actions, etc., that are recorded and analyzed by AI, particularly 
because such recordings can happen without our knowledge. If 
the government were to have access to such aggregation of an indi-
vidual’s personal data, law enforcement could gain a great deal of 
knowledge about any individual. Requiring a warrant before search-
ing any AI program or device is a reasonable safeguard against that.

Those expectations are almost certainly established, or well on 
their way, after Riley required warrants for searches and seizures 
of cell phones. But the proper treatment of AI under the Fourth 
Amendment also requires a refutation of Dorelas. Like iPhones, 
AI-enabled programs and devices sort and save different types of 
data—photos, texts, internet history, etc.—in different directories, 



346 The Journal of Robotics, Artificial Intelligence & Law [1:341

which function as distinct virtual locations. In other words, for 
Fourth Amendment purposes, AI is creating new areas to store 
information that was once stored exclusively in “persons, houses, 
papers, and effects.” Police will need to submit an application sup-
ported by evidence describing each data area with particularity 
before receiving a warrant to search each one.18 

The Fourth Amendment was drafted and adopted at a time when 
information was not stored in the cloud, collected autonomously, 
or analyzed by aggregating the sum of many individual actions or 
statements. All recorded, private information took up tangible space. 
AI-enabled programs and devices can store abundant information 
and conduct analysis about each of us in negligibly small spaces, 
which, in some cases, can be accessed in locations worldwide. As 
AI applications become more widely used, those spaces should be 
recognized and receive full Fourth Amendment protection. 

Notes
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